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Abstract

A simple model of trade and innovation with heterogeneous firms predicts that a positive export shock should raise innovation more for more productive firms. Two channels coexist: the innovation effort increases for all firms because the accompanying rents increase with a firm’s market size (market size effect); the innovation effort decreases because competition toughens. This competition effect dissipates with higher firm productivity. It is therefore most salient for the least productive firms and can potentially overturn the direct market size effect. We test this prediction with patent, customs and production data covering all French firms. To disentangle the direction of causality between innovation and export performance, we construct various firm-level export demand measures. These variables capture the extent to which demand fluctuations in a firm’s foreign markets should influence its exports and through them weigh on its innovation decisions; but they remain exogenous to those firm-level decisions. We show that patenting robustly increases more with demand for initially more productive firms. This effect is reversed for the least productive firms as the negative competition effect dominates.
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1 Introduction

Does firms’ access to export affect innovation? Modern trade and growth theories (Grossman and Helpman, 1991b; Acemoglu, 2009; Aghion and Howitt, 2009) suggest it should, if only because improved access to export markets should increase the size of markets that can be appropriated by successful innovators. Moreover, we know that trade induces knowledge spillovers. The knowledge spillover effect of trade underlies the work of Coe and Helpman (1995) among others. However, on the empirical side, the question of how trade and more specifically exports should affect firms’ innovation performance, has received little attention until recently (see our literature review below).

In this paper we use exhaustive firm-level data covering all French exporting firms to analyze how new export opportunities affects exporting firms’ innovation performance. One of the most striking features that emerges from this data is a massive correlation between export and innovation performance across firms. This holds both at the extensive margin (exporters are substantially more likely to innovate, and innovators are more likely to export) as well as the intensive margin (large exporters tend to be big innovators and vice-versa). We describe these relationships in much more detail in Section 3. Does this correlation reflect a causal effect of export on innovation, or the effect of innovation on exports, or both? How does the innovation behavior of a firm react to its export markets’ conditions? Our paper is a first attempt at understanding these firm-level patterns connecting innovation and trade using the matching between patenting, balance sheet, and customs exhaustive datasets.

In the first part of the paper we develop a simple model of trade and innovation with heterogeneous firms. The model builds on Mayer et al. (2014) but adds the innovation dimension to it. It features a continuous set of firms indexed by their heterogeneous production costs. Innovation allows firms to reduce their production costs by an amount that increases with the size of the innovation investment. Think of French firms which export to China. An increase in Chinese demand for French firms’ products, will have two main effects on firms’ innovation incentives. First, a direct market size effect: namely, the expanded market for exports will increase the size of innovation rents and thereby increase French firms’ incentives

---

1 Coe and Helpman (1995) construct, for each country, measures of domestic and foreign R&D capital stocks, where the latter are weighted averages of the domestic stocks of trade partners. They find that foreign R&D appears to have a beneficial effect on domestic productivity, and that the effect increases in strength with the degree of openness. Hence, not only are there important spillovers, but there is also some evidence that these are mediated by trade. However, one may argue that even if a correlation is observed between domestic productivity and foreign research, this may simply represent the outcome of common demand or input price shocks. Weighting the contribution of foreign research using data on bilateral trade flows, as in Coe and Helpman (1995), is likely to mitigate this problem but will not overcome it altogether.
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to invest more in innovation. Second, a competition effect: namely, the expanded market for exports may attract new firms into the Chinese market and more generally it will raise competition between exporters into that market. This competition effect dissipates with higher firm productivity. It is therefore most salient for French firms with initially higher production costs (these firms will suffer more than -or at the expense of- more efficient exporting firms). Hence the prediction that a positive export shock should raise innovation more in more frontier firms; and that it may induce less innovation for those firms that are far from the frontier.

In the second part of the paper we take this prediction to the data. More specifically, we merge three exhaustive firm-level datasets - patenting data, production data, and customs data-, which cover the whole population of French firms to analyze how the access to export markets affects the stock and quality of patents by these firms.

The patent data are drawn from PATSTAT (Spring 2015 version) and contain information on all granted patents, including the country of residence of the applicant and a citation network between these patents. An algorithm matches a French firm’s name with its unique administrative identifier, which allows us to link the innovation activities of a firm with all other firm data sources. The production datasets FICUS and FARE, from INSEE/DGFiP, contain balance sheet information for each firm registered in France from 1993 to 2012 (total and export sales, number of employees, sector, etc.). French customs trade data (1993-2014) cover nearly comprehensive export flows by firm and destination at a very detailed level of product disaggregation (over 10,000 product categories). We complement these firm-level data sets with bilateral trade data from BACI (Gaulier and Zignago, 2010, updated to cover the period 1995-2013) at the product level (at a slightly higher level of aggregation than our French firm-level export data); and with country-level data (primarily GDP).

To disentangle the direction of causality between innovation and export performance, we construct a firm-level export demand variable following Mayer et al. (2016). This variable responds to aggregate conditions in a firm’s export destinations but is exogenous to firm-level decisions (including the concurrent decisions for export-market participation and the forward looking innovation response). We show that: (i) Firms that are initially more productive (closer to their sector’s technology “frontier”) strongly respond to a positive export demand shock by patenting more; (ii) this effect dissipates for firms further from the “frontier” and is reversed for a subset of initially less productive firms. These results confirm the predictions of the model for both, a market size and a competition effect of the export shock.

Our analysis relates to several strands of literature. There is first the theoretical lit-
We contribute to this literature by uncovering a new -indirect- effect of market size on innovation working through competition, and by testing the market size effects of export expansion on innovation using exhaustive firm-level data. Second, our paper relates to recent papers on import competition, innovation and productivity growth (e.g. see Bustos, 2011; Bloom et al., 2016; Iacovone et al., 2011; Caldwell and Tabellini, 2015; Autor et al., 2016). These papers show that increased import competition induces firms to innovate more in order to escape competition as in Aghion et al. (2005). Instead we look at how the export side of trade affects innovation.

Most closely related to our analysis in this paper are Clerides et al. (1998), Bernard and Jensen (1999) and Lileeva and Trefler (2010), which look at the effects of exports on productivity. In particular, Lileeva and Trefler (2010) provide evidence of a causal effect on export on productivity and innovation by using the US tariff cut imposed in 1989 by the new Free Trade Agreement (FTA) between US and Canada, as an instrument for export expansion. Their main conclusion is that the FTA induced productivity gains by Canadian firms that saw their access to the US market improved by the FTA. Moreover, focusing on a small subsample of 521 firms for which they have survey information on innovative investment, the authors show that firms in that sample which experience higher productivity growth also invested more in technology adoption and product innovation. We add to their analysis in three main respects: first, by uncovering an indirect- competition-enhancing effect of increased export markets; second, by showing that this effect leads to the market size effect of a positive export shock, being stronger for more frontier firms; third, by using patenting data to measure firms’ innovation performance and by merging these data with exhaustive administrative and customs data covering the whole population of French firms.

The remaining part of the paper is organized as follows. Section 2 develops our model of export and innovation, and generates the prediction that the market size effect of a positive export shock, is stronger for more frontier firms. Section 3 briefly presents the data and show some descriptive statistics on export and innovation. Section 4 describes our estimation methodology and present our empirical results and Section 5 concludes.

---

2See also Akcigit et al., 2014.

3Interestingly, in this paper we use firm-level competition data, whereas Aghion et al. (2005) as well as previous papers by Nickell (1996) and Blundell et al. (1999) regress innovation and/or productivity growth on sectoral measures of product market competition.
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2 Theory

The model in this section is essentially a closed economy short-run version of the model in Mayer et al. (2014), augmented with innovation. We consider (all) French exporting firms that are selling in some export market destination $D$, and we let $N$ denote the number of French firms that could potentially export. We let $L$ denote the number of consumers $L$ in that destination – with income normalized to 1, and we assume that these consumers spend a share $\eta_F$ of their income on French goods. Suppose that the representative consumer in country $D$ has utility for good $i$ which is quadratic\(^4\) and equal to:

$$u(q_i) = \alpha q_i - \frac{\beta q_i^2}{2},$$

where $\alpha > 0$ and $\beta > 0$.

2.1 Consumer optimization

The representative consumer solves:

$$\max_{q_i \geq 0} \int_0^M u(q_i) di \text{ s.t. } \int_0^M p_i q_i di = 1,$$

which yields by first order condition the inverse residual demand function (per consumer):

$$p(q_i) = \frac{u'(q_i)}{\lambda} = \frac{\alpha - \beta q_i}{\lambda},$$

where $\lambda = \int_0^M u'(q_i) q_i di > 0$ is the corresponding Lagrange multiplier, also equal to the marginal utility of income.

2.2 Firm optimization

Consider a firm with marginal cost $c$ facing demand conditions $\lambda$. This firm chooses the output per consumer $q(c, \lambda)$ to maximize operating profits $L \left[p(q)q - cq\right]$. The corresponding first order condition yields

$$q(c, \lambda) = \frac{\alpha - c\lambda}{2\beta}.$$

\(^4\)As we argue below, the analysis can be extended to a broader class of utility functions, in particular to those that satisfy Marshall’s Second Law of Demand, whereby firms’ inverse residual demand becomes more inelastic as consumption $q$ increases.
This in turn leads us to the following expressions for equilibrium revenues and profits:

\[
r(c, \lambda) = \frac{\alpha^2 - (c\lambda)^2}{4\beta\lambda},
\]

and

\[
\pi(c, \lambda) = \frac{(\alpha - c\lambda)^2}{4\beta\lambda}.
\]

In particular we see that \(\pi(c, \lambda)\) is decreasing in \(c\) and \(\lambda\). Below we shall interpret \(\lambda\) as a measure of the intensity of product market competition.

### 2.3 Innovation choice

A firm is characterized by its baseline cost \(\tilde{c}\). The firm can reduce its actual marginal cost of production \(c\) below its baseline cost by investing in innovation. More formally, we assume that:

\[
c = \tilde{c} - \varepsilon k,
\]

where \(k\) is the firm’s investment in innovation and \(\varepsilon > 0\). Without loss of generality, we assume that the cost of innovation is quadratic in \(k\), equal to \(c_I k + \frac{1}{2} c_{I2} k^2\).\(^5\)

Thus a firm with baseline cost \(\tilde{c}\) will choose its optimal R&D investment \(k(\tilde{c}, \lambda)\) so as to maximize:

\[
L\pi(\tilde{c} - \varepsilon k, \lambda) - c_I k - \frac{1}{2} c_{I2} k^2.
\]

From the envelope theorem, the optimal R&D investment \(k^* (\tilde{c}, \lambda)\) satisfies the first order condition:

\[
\varepsilon L \frac{2\lambda}{2\beta} (\alpha - (\tilde{c} - \varepsilon k^*)\lambda) = c_{I2} k^* + c_I, \tag{2}
\]

with a corner solution with no innovation \((k^* (\tilde{c}, \lambda) = 0)\) for high baseline cost firms, characterized by:

\[
\tilde{c} > \frac{1}{\lambda} \left( \alpha - \frac{2\beta c_I}{\varepsilon L} \right).
\]

Figure 1 describes the determination of the optimal innovation investment as the intersection between the marginal cost and marginal gain of innovation, respectively the right and left hand side of equation 2. As long as the marginal gain is above the marginal cost of investing in R&D, the firm wants to invest more, because the marginal profit made by in-

---

\(^5\)Since we only consider a single sale destination \(D\) for our firms, we are implicitly assuming that the innovation is directed at the delivered cost to consumers in \(D\). We should thus think of innovation as specific to the appeal/cost trade-off to consumers in \(D\).
vesting one more unit of R&D, at R&D level \( k \), exceeds its cost. The second order condition ensures that the slope of the marginal cost is strictly larger than the slope of the marginal gain, otherwise firms end up doing infinite R&D. When comparing a more productive firm (lower baseline cost, blue curve) and a less productive one (red curve), we see that they face the same marginal cost curve and have the same slope for the marginal gain, only the intercept of the marginal gain is different. Lower \( \tilde{c} \) firms have a higher intercept, thus a higher marginal gain for a given level of R&D, and therefore invest more in R&D. Firms with costs too high don’t innovate: the intercept of their marginal gain falls below \( c_I \), so that even their first innovation unit would not be worth its cost.

The impact of an increase in market size or competition on innovation

Marginal costs do not vary with \( L \) or \( \lambda \), only the marginal gain curve is modified.

Figure 2 shows how innovation responds to an increase in market size. Both the intercept and the slope of the marginal gain curve increase. This leads to an unambiguous higher investment in innovation, for all firms; yet this innovation increase is stronger for more productive firms. More generally, we have:

\[
\frac{\partial^2 k}{\partial L \partial \tilde{c}} < 0.
\]
Figure 2: Direct market size effect (increase in $L$)

$\frac{L^c}{2\beta} (\alpha - \bar{c}_2 \lambda)$

$\frac{L^c}{2\beta} (\alpha - \bar{c}_1 \lambda)$

$\partial^2 k / \partial \lambda \partial \bar{c} < 0.$

Besides an increase in $\lambda$ will make some firms stop R&D.

An increase in the market size makes some firms begin R&D (those with the intercept of the marginal gain just below $c_f$).

Figure 3 shows how innovation responds to an increase in $\lambda$. The marginal gain slope increases but its intercept decreases; however the new dotted curve remains below the old plain one at least until it meets the marginal cost curve. Therefore tougher competition reduces investment in innovation for all firms. Furthermore an increase in $\lambda$ decreases more the intercept when $\bar{c}$ is bigger, so that a given competition increase reduces innovation more in less efficient firms:

In the next subsection we endogenize the competition variable $\lambda$ by linking it to aggregate market size $L$ and the resulting equilibrium mass of competing firms under free entry.

### 2.4 Endogenous determination of competition $\lambda$

We shall focus attention on the free-entry equilibrium where the marginal firm is indifferent between paying a fixed ex post operating cost $F$ and not entering the export market. Since operating profit is monotonic in a product’s baseline cost $\bar{c}$, the cutoff baseline cost $\hat{c}$ of the
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marginal firm will satisfy:

$$L\pi(c(\hat{c}, \lambda), \lambda) = F,$$

where the LHS corresponds to the aggregate ex post profit the firm makes by entering the export market. Thus, only those French firms with baseline cost $\tilde{c} \leq \hat{c}$ will find it profitable to export to country $D$.

In fact the short-run equilibrium value of the baseline cost cutoff $\hat{c}$ and the equilibrium value of the competition variable $\lambda$ will be jointly determined by (3) and by an aggregate budget constraint. This budget constraint states that the aggregate spending by country $D$’s consumers on all exported products from the $N$ exporting countries to $D$, must be equal to the aggregate revenue of country $D$’s consumers spent of French products, i.e. must equal $\eta_F$. More formally, letting $\Gamma(\tilde{c})$ denote the distribution of baseline costs across French firms, the budget constraint can be expressed as:

$$N \left[ \int_0^{\hat{c}} r(c(\tilde{c}, \lambda), \lambda)d\Gamma(\tilde{c}) \right] = \eta_F.$$  

Together, the above two equations (cutoff profit and budget constraint) jointly determine the toughness of competition $\lambda$ in country $D$ and the baseline cost cutoff $\hat{c}$ as functions of market size $L$ or of the share $\eta_F$ of country $D$’s consumption spent on French products.
2.5 The direct and indirect effects of increased market size

The free-entry and budget balance conditions determine \( \lambda \) as an increasing function of \( L \). Indeed, from equation (3), either \( \hat{c} \) or \( \lambda \) or both variables must increase in response to an increase in market size \( L \). Now suppose for a moment that \( \hat{c} \) increases but \( \lambda \) decreases. Then the LHS of (4) should increase since: (i) the integration interval \([0, \hat{c}]\) expands; (ii) for any \( \tilde{c} \) in that support, \( c(\tilde{c}, \lambda) = C \) must go down as \( k(\tilde{c}, \lambda) \) would increase; therefore

\[
\begin{align*}
  r(c(\tilde{c}, \lambda), \lambda) &= \frac{\alpha^2 - (C\lambda)^2}{4\beta\lambda},
\end{align*}
\]

would necessarily increase. But this implies that if (4) held initially, it would cease to hold after the increase in \( L \). This reasoning implies that an increase in \( L \) must necessarily lead to an increase in \( \lambda \).

The intuition for this induced competition effect of increasing export market size, can be explained as follows: an increase in export market size \( L \) leads to an increase in the mass of products \( N\hat{c} \) exported to country \( D \) (free entry condition 3); but then each individual exporting firm to country \( D \) will face a more elastic curve as it faces more competition from other exporting firms to \( D \), which in turn corresponds to an increase in \( \lambda \).

Overall, an increase in export market size \( L \) induces both:

1. a direct market size effect which fosters innovation, more so for more productive firms;

2. an induced competition effect which discourages innovation, but less so for more productive firms, i.e. firms with lower \( \tilde{c} \).

Figure 4 depicts the overall response of innovation to an increase in market size \( L \). The slope unambiguously increases, but the intercept can increase or decrease depending on the relative strength of these two forces. On this graph, the market size impact dominates for the low cost firm (in blue), while the competition effect dominates for the high cost firm (in red). Indeed only the competition effect can explain reduced innovation in the wake of expanding export markets.

\footnote{Another interpretation is that, as the number of products exported to country \( D \) increases, the representative consumer from country \( D \) gets a higher increase in utility for every extra dollar of income as she can increase consumption across a higher variety of products. This in turn implies that the marginal utility of income \( \lambda \) must increase.}
2.6 The effect of an increased share of country $D$’s consumption on French products

An increase in the share $\eta_F$ of country $D$’s revenue spent on French products will result in a reduction of the competition variable $\lambda$. This immediately results from equation (4) together with the fact that the function

$$r(c(\bar{c}, \lambda), \lambda) = \frac{\alpha^2 - (C\lambda)^2}{4\beta\lambda},$$

is decreasing in $\lambda$ so that the LHS of (4) is also decreasing in $\lambda$.

The induced effect will thus be to encourage innovation, but less so for more frontier firms.

Remark: A decrease in $\eta_F$ will thus reinforce the competition effect of an increase in $L$: both will contribute to reduce innovation, and the more so for less frontier firms, i.e. for firms with higher baseline costs.

2.7 More general utility and R&D cost functions

All the intuitions and results highlighted above hold when we consider more general consumer utility, profit and R&D cost functions. The demand for differentiated varieties $q_i$ on the
export market is generated by \( L \) consumers who solve:
\[
\max_{q_i \geq 0} \int u(q_i) \, di \text{ s.t. } \int p_i q_i \, di = 1.
\]
(consumer expenditures on differentiated varieties normalized to 1)

So long as
\[ (A1) \ u(q_i) \geq 0; \ u(0) = 0; \ u'(q_i) > 0; \text{ and } u''(q_i) < 0 \text{ for } x_i \geq 0, \]
this leads to the downward sloping inverse demand function (per consumer)
\[
p(q_i, \lambda) = \frac{u'(q_i)}{\lambda}, \quad \text{where } \lambda = \int_0^M u'(q_i)x_i \, di > 0,
\]
is the marginal utility of income (spent on differentiated varieties).

Then the optimal production and profits (per consumer) by a firm with marginal production cost \( c \) and facing market competition \( \lambda \), be denoted respectively by \( q(c, \lambda) \) and \( \pi(c, \lambda) \),
\[
\pi(c, \lambda) = \max_q L[p(q, \lambda)q - cq],
\]
and
\[
q(c, \lambda) = \arg \max_q L[p(q, \lambda)q - cq].
\]

Note that \( q(c, \lambda) \) is decreasing in \( c \) and in \( \lambda \), a fact which we will use below.

Starting from baseline cost \( \bar{c} \), a firm that invests \( k \) in R&D reduces marginal cost down to \( c = \bar{c} + \psi(k) \), where \( \psi'(k) \leq 0 \). Especially because we allow for more general cost reduction functions \( \psi(k) \), without any major loss of insight here can restrict attention to the case of a quadratic innovation cost \( cIk + \frac{1}{2}cI2k^2 \).

Then a firm with baseline cost \( \bar{c} \) chooses its optimal innovation investment \( k(\bar{c}, \lambda) \) so as to maximize \( L\pi(\bar{c} + \psi(k), \lambda) - c_I k - \frac{1}{2}c_I2k^2 \). Let
\[
\Pi(\bar{c}, \lambda, k) = \pi(\bar{c} + \psi(k), \lambda).
\]

The first-order condition for the choice of optimal innovation investment is:
\[
L \frac{\partial \Pi}{\partial k}(\bar{c}, \lambda, k) = c_I2k + c_I. \tag{5}
\]

We shall now make use of the fact that \( k \rightarrow \Pi(\bar{c}, \lambda, k) \) is supermodular with respect to
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the production cost \( \tilde{c} \) and also with respect to \( \lambda \). That is,

\[
\frac{\partial^2 \Pi}{\partial k \partial \tilde{c}} < 0,
\]

and

\[
\frac{\partial^2 \Pi}{\partial k \partial \lambda} < 0.
\]

To see this, note first that by the envelope theorem we have:

\[
\frac{\partial \Pi}{\partial k} = -Lq(c, \lambda) \psi'(k).
\]

It then immediately follows that:

\[
\frac{\partial^2 \Pi}{\partial k \partial \tilde{c}} = -L \frac{\partial q(\tilde{c} + \psi(k), \lambda)}{\partial \tilde{c}} \psi'(k) < 0
\]

\[
\frac{\partial^2 \Pi}{\partial k \partial \lambda} = -L \frac{\partial q(\tilde{c} + \psi(k), \lambda)}{\partial \lambda} \psi'(k) < 0.
\]

Having established the supermodularity of the profit function \( k \rightarrow \Pi(\tilde{c}, \lambda, k) \) with re- spect to \( \tilde{c} \) and \( \lambda \), by Topkis’s Monotonicity Theorem (e.g. see Amir, 2005) we immediately get that the optimal R&D investment \( k(\tilde{c}, \lambda) \) is decreasing in \( \tilde{c} \) and \( \lambda \) since \( \frac{\partial q(\tilde{c} + \psi(k), \lambda)}{\partial \tilde{c}} < 0 \) and \( \frac{\partial q(\tilde{c} + \psi(k), \lambda)}{\partial \lambda} < 0 \). Moreover, we can show that:

\[
\frac{\partial^2 k}{\partial L \partial \tilde{c}} < 0.
\]

Now by (5) an increase in market size \( L \) will have the direct effect of increasing the optimal R&D investment \( k \) for given \( \tilde{c} \) and \( \lambda \): this is the direct market size effect. But in addition it will increase \( \lambda \) by the same reasoning as in the previous section, thereby reducing the optimal R&D investment: this is the induced competition effect. In all, investment in innovation increases more in response to an increase in market size in firms with lower baseline costs \( \tilde{c} \).

3 Exporters and Innovators: data and descriptive statistics

In this section, we briefly present our datasets and show some descriptive evidence on the link between firms’ innovation and exports. Further details about data construction can be found in Appendix A.
3.1 Data sources

We build a database covering all French firms and linking export, fiscal and innovation data from 1993 to 2012. Our database draws from three sources: (i) French customs, which reports yearly export flows at a very disaggregated HS8 product level (representing over 10,000 manufacturing products) by destination; (ii) Insee-DGFiP administrative fiscal datasets (FICUS and FARE), which provide extensive production and financial information for all firms operating in France; (iii) the 2015 PATSTAT patent dataset from the European Patent Office, which contains detailed information on all patent applications (including its citations of prior patents) from every patent office in the world by year 2015. In our analysis we will focus on all patent applications (whether ultimately granted or not) as well as the patents’ citations by future patent applications (see Appendix A for details).

Although each French firm has a unique identifying number (Siren) across all French databases, patent offices do not identify firms applying for patents using this number but instead using the firm’s name. We use the rigorous matching algorithm developed in Lequien et al. (in progress) to link each patent application (and its citations) back to the French firms’ Siren numbers for all firms with more than 10 employees.

Finally, we use two additional datasets to construct measures of demand shocks across export destinations for French firms. CEPII’s BACI database reports bilateral trade flows at the HS6 product level (covering more than 5,000 manufacturing products). IMF’s World Economic Outlook provides country information such as GDP or GDP per capita.

Sample restrictions

Although our main firm-level administrative data source is comprehensive, with more than 47.1 million observations spanning over 7.3 million different firms from 1995 to 2012, we restrict our data sample for several reasons. The first is due to the matching with patent data mentioned above, which is most complete for firms above 10 employees. We therefore impose this size restriction, which drops a large number of firms but a relatively small share of aggregate French production: 17.1% of employment, 15.6% of sales, and 13.6% of exports (predominantly within EU exports). Second, we restrict our attention to private firms (legal category 5 in the Insee classification). We thus drop state-owned firms, self-employed businesses, non-profit organizations, as we focus on profit-maximizing firms. This further reduces our sample from 1.7 million to 835,000 firms. Yet, the bulk of aggregate employment (74.2%), sales (77.7%), and exports (77.2%) remain in our dataset after imposing these restrictions. These remaining firms are matched with an average of 27,640 patents...
The Impact of Exports on Innovation

per year in PATSTAT. Lastly, since our detailed customs trade data only covers goods trade (and not services), we will further restrict our sample to the manufacturing sector for most of our analysis.\textsuperscript{7} This reduces our working sample to 105,000 firms. Nevertheless the bulk of French aggregate exports and innovation are still concentrated in manufacturing: only 20.6\% of aggregate exports and 33\% of patents are recorded outside of the manufacturing sector.

3.2 Sector breakdown and skewness

Table 1 shows the breakdown of those firms across sectors, along with their average employment, exports, and patents (per firm) for 2007.\textsuperscript{8} As has been widely reported in the empirical literature on micro-level trade patterns, many firms are only occasional exporters: they export in some years, but not in others. This pattern is even more pronounced for innovation: even firms with substantial ongoing R&D operations do not typically file patent applications year in and year out. We therefore use the broadest possible cross-year definition to classify firms as exporters and innovators. We label a firm as an exporter if it has exported at least once between 1993-2012; and as an innovator if it has filed at least one patent application between 1995-2012.\textsuperscript{9} Thus, our reported export participation rates in Table 1 are higher than in other studies. However, even with this broadest classification, innovators represent only a small minority of manufacturing firms. For comparison, Table 1 also reports the share of exporters and innovators based on the more standard definition of current year (2007 for this table) exporting or patenting activity – shown in parentheses.

Even within the minority set of innovators, patenting activity is extremely skewed. This is clearly visible in Figure 5, which plots the Lorenz curve for manufacturing patents in 2007, along with the Lorenz curves for exports, sales, and employment. Figure 5 confirms the previously reported finding that firm-level exports are significantly more skewed than sales and employment (e.g. see Mayer et al., 2014 and Bernard et al., 2016): The top 1\% of exporters account for 67\% of aggregate exports in 2007, whereas the top 1\% of firms based on total size account for 50\% of sales (ranked by sales) and 31\% of employment (ranked by employment). But Figure 5 also shows that patenting is even significantly more skewed than exporting: the top 1\% of patenting firms account for 91\% of patents in 2007 and 98\%
Table 1: Exports and innovation in the manufacturing sector

<table>
<thead>
<tr>
<th>Sector</th>
<th>Description</th>
<th>Firms</th>
<th>Emp</th>
<th>Export</th>
<th>% Exporter</th>
<th>Patents</th>
<th>% Innov.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Food products</td>
<td>8,814</td>
<td>43</td>
<td>1,847</td>
<td>41 (26)</td>
<td>0.025</td>
<td>3 (0)</td>
</tr>
<tr>
<td>11</td>
<td>Beverages</td>
<td>1,463</td>
<td>47</td>
<td>5,974</td>
<td>80 (59)</td>
<td>0.012</td>
<td>2 (0)</td>
</tr>
<tr>
<td>13</td>
<td>Textiles</td>
<td>1,802</td>
<td>37</td>
<td>2,335</td>
<td>86 (63)</td>
<td>0.106</td>
<td>12 (2)</td>
</tr>
<tr>
<td>14</td>
<td>Wearing apparel</td>
<td>1,558</td>
<td>39</td>
<td>2,577</td>
<td>80 (59)</td>
<td>0.065</td>
<td>5 (1)</td>
</tr>
<tr>
<td>15</td>
<td>Leather</td>
<td>492</td>
<td>56</td>
<td>2,566</td>
<td>85 (59)</td>
<td>0.090</td>
<td>9 (2)</td>
</tr>
<tr>
<td>16</td>
<td>Wood</td>
<td>2,432</td>
<td>29</td>
<td>790</td>
<td>63 (36)</td>
<td>0.017</td>
<td>5 (1)</td>
</tr>
<tr>
<td>17</td>
<td>Paper</td>
<td>2,950</td>
<td>44</td>
<td>2,056</td>
<td>79 (44)</td>
<td>0.086</td>
<td>7 (1)</td>
</tr>
<tr>
<td>18</td>
<td>Printing</td>
<td>842</td>
<td>24</td>
<td>167</td>
<td>52 (20)</td>
<td>0.006</td>
<td>3 (0)</td>
</tr>
<tr>
<td>19</td>
<td>Coke</td>
<td>171</td>
<td>225</td>
<td>75,957</td>
<td>92 (69)</td>
<td>3.883</td>
<td>22 (9)</td>
</tr>
<tr>
<td>20</td>
<td>Chemicals</td>
<td>1,229</td>
<td>116</td>
<td>17,607</td>
<td>94 (79)</td>
<td>2.347</td>
<td>21 (7)</td>
</tr>
<tr>
<td>21</td>
<td>Basic pharmaceutical</td>
<td>357</td>
<td>288</td>
<td>42,065</td>
<td>96 (82)</td>
<td>3.282</td>
<td>35 (13)</td>
</tr>
<tr>
<td>22</td>
<td>Rubber and plastic</td>
<td>2,745</td>
<td>80</td>
<td>3,820</td>
<td>86 (64)</td>
<td>0.398</td>
<td>21 (6)</td>
</tr>
<tr>
<td>23</td>
<td>Other non-metallic</td>
<td>2,158</td>
<td>63</td>
<td>2,320</td>
<td>65 (38)</td>
<td>0.363</td>
<td>11 (2)</td>
</tr>
<tr>
<td>24</td>
<td>Basic metals</td>
<td>1,648</td>
<td>80</td>
<td>12,487</td>
<td>65 (44)</td>
<td>0.176</td>
<td>11 (3)</td>
</tr>
<tr>
<td>25</td>
<td>Fabricated metal</td>
<td>8,392</td>
<td>36</td>
<td>1,125</td>
<td>67 (40)</td>
<td>0.091</td>
<td>9 (2)</td>
</tr>
<tr>
<td>26</td>
<td>Computer and electronic</td>
<td>3,511</td>
<td>85</td>
<td>7,602</td>
<td>72 (54)</td>
<td>0.949</td>
<td>23 (8)</td>
</tr>
<tr>
<td>27</td>
<td>Electrical equipment</td>
<td>447</td>
<td>106</td>
<td>8,812</td>
<td>91 (70)</td>
<td>2.095</td>
<td>26 (8)</td>
</tr>
<tr>
<td>28</td>
<td>Machinery and equipment</td>
<td>4,668</td>
<td>80</td>
<td>8,252</td>
<td>79 (58)</td>
<td>0.584</td>
<td>23 (7)</td>
</tr>
<tr>
<td>29</td>
<td>Motor vehicles</td>
<td>791</td>
<td>61</td>
<td>2,549</td>
<td>79 (47)</td>
<td>0.200</td>
<td>15 (3)</td>
</tr>
<tr>
<td>30</td>
<td>Other transport equipment</td>
<td>558</td>
<td>215</td>
<td>54,910</td>
<td>83 (56)</td>
<td>2.555</td>
<td>18 (7)</td>
</tr>
<tr>
<td>31</td>
<td>Furniture</td>
<td>1,146</td>
<td>34</td>
<td>598</td>
<td>67 (36)</td>
<td>0.031</td>
<td>7 (1)</td>
</tr>
<tr>
<td>32</td>
<td>Other manufacturing</td>
<td>1,017</td>
<td>41</td>
<td>2,472</td>
<td>82 (58)</td>
<td>0.392</td>
<td>12 (3)</td>
</tr>
<tr>
<td>33</td>
<td>Repair and installation of machinery and equipment</td>
<td>3,430</td>
<td>28</td>
<td>302</td>
<td>54 (23)</td>
<td>0.029</td>
<td>6 (1)</td>
</tr>
<tr>
<td></td>
<td>Aggregate manufacturing</td>
<td>52,621</td>
<td>56</td>
<td>4,634</td>
<td>68 (44)</td>
<td>0.335</td>
<td>11 (3)</td>
</tr>
</tbody>
</table>

Notes: This table presents the number of firms, average employment, average export (in thousands of Euros), average number of patents, and the shares of exporters and innovators (cross-year definitions). The shares in parentheses are calculated based on current year export participation or patent filing. Data are for 2007.
of citations. Indeed fewer than 2.9% of manufacturing firms have patented in 2007. This fraction is significantly smaller than our previously reported 11% share of innovators in Table 1 measured across our full sample years. Similarly, only 44% of manufacturing firms report any exporting activity for 2007 compared to a 68% share when exporting is measured across our full sample years.

These univariate statistics for patenting and exporting do not capture the massive overlap between these two activities across firms – which we investigate in more detail below.

Figure 5: Lorenz curves - patents are more concentrated than exports, sales and employment

(a) Top 5 percentiles
(b) Whole distribution

Notes: Lorentz curves plot cumulative distribution function for patents, citations, employment, export and sales. Data are for manufacturing firms in 2007.

3.3 The innovation-export nexus

Looking across our sample years (1995-2012), Table 2 reports different size-related performance measures (averages per firm) based on their exporter and innovator classification. This table confirms the well-documented size differential in favor of exporters. However, several new salient features regarding innovators pop-out from this table: 1) Innovating firms are massively concentrated among exporters: only 6% of innovators do not report any exporting. 2) Those non-exporting innovators do not look very different than their non-innovating counterparts amongst non-exporters. All the various measures of firm size (employment, sales, value-added) are within ten percent of each other. 3) On the other hand, the size differences between innovators and non-innovators amongst exporters are massive: innovators employ on average 4.6 times more workers and produce 7-8 times more output and value-added

\[10\] This is not the case outside of the manufacturing sector. In those other sectors, non-exporting innovators are substantially bigger than their non-exporting and non-innovating counterparts. We conjecture that this is driven by the fact that exporting no longer serves the same performance screening function outside of manufacturing.
than non-innovating exporters. They export almost 10 times more than non-innovators and reach more than triple the number of export destinations. These size differentials are many multiples larger than those separating exporters and non-exporters. In the aggregate, this small subset of innovators accounts for over half of French manufacturing exports.

Table 2: EXPORTERS AND INNOVATORS ARE BIGGER

<table>
<thead>
<tr>
<th></th>
<th>Non-exporters</th>
<th>Exporters</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-innovator</td>
<td>Innovator</td>
<td>Non-innovator</td>
</tr>
<tr>
<td>Firms</td>
<td>45,825</td>
<td>397</td>
<td>52,061</td>
</tr>
<tr>
<td>Employment</td>
<td>18</td>
<td>21</td>
<td>51</td>
</tr>
<tr>
<td>Sales</td>
<td>2,800</td>
<td>2,497</td>
<td>11,478</td>
</tr>
<tr>
<td>Value Added</td>
<td>719</td>
<td>899</td>
<td>2,722</td>
</tr>
<tr>
<td>Age</td>
<td>14</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Exports</td>
<td>0</td>
<td>0</td>
<td>2,440</td>
</tr>
<tr>
<td>Countries</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Patents</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: This table presents basic descriptive statistics across four categories of manufacturing firms whether they innovate, export, both or none. Employment is given in full-time equivalent on average over the year and exports, sales and value added are in thousand of euros. Countries is the number of destination countries for exports. Employment, Sales, Value Added, Age, Exports, Countries and Patents are taken as an average over the whole period 1995-2012.

We now examine these performance differentials in favor of exporters and innovators in greater detail. We first focus on the exporter premia in the top panel of Table 3. These premia are generated by regressing the performance measure of interest (listed in the rows) on our exporter indicator – with each cell representing a separate regression. Column (1) includes no other controls; Column (2) adds a 2-digit sector fixed effect (see Table 1); and Column (3) also controls for firm employment, in addition to the sector fixed effect. Since we are using a broad cross-year definition for exporter status, we expect these premia to be lower than measures based on current-year exporter status. This is the case for the premia in column (1) compared to similar number reported by Bernard et al. (2016) for U.S. firms in 2007. Yet, once we control for sectors in column (2), the reported premia are much more similar. In particular, we verify that even within sectors, exporters are substantially larger than non-exporters. And we also find that large differences in productivity and wages in favor of exporters persist after controlling for firm employment (within sectors).

11Since firms who drop in and out of export markets tend to be substantially smaller than year in year out exporters.
### Table 3: Export and Innovation Premia

<table>
<thead>
<tr>
<th>Exporter</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>Obs.</th>
<th>Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>log Employment</td>
<td>0.853</td>
<td>0.816</td>
<td>-</td>
<td>937,050</td>
<td>91,583</td>
</tr>
<tr>
<td>log Sales</td>
<td>1.614</td>
<td>1.595</td>
<td>0.509</td>
<td>979,413</td>
<td>104,368</td>
</tr>
<tr>
<td>log Wage</td>
<td>0.132</td>
<td>0.111</td>
<td>0.123</td>
<td>935,489</td>
<td>91,525</td>
</tr>
<tr>
<td>log Value Added Per Worker</td>
<td>0.216</td>
<td>0.194</td>
<td>0.196</td>
<td>537,050</td>
<td>91,563</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Innovative Exporters</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>Obs.</th>
<th>Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>log Employment</td>
<td>1.046</td>
<td>1.015</td>
<td>-</td>
<td>644,390</td>
<td>58,095</td>
</tr>
<tr>
<td>log Sales</td>
<td>1.293</td>
<td>1.278</td>
<td>0.217</td>
<td>655,033</td>
<td>58,803</td>
</tr>
<tr>
<td>log Wage</td>
<td>0.126</td>
<td>0.101</td>
<td>0.116</td>
<td>643,402</td>
<td>58,079</td>
</tr>
<tr>
<td>log Value Added Per Worker</td>
<td>0.207</td>
<td>0.184</td>
<td>0.190</td>
<td>634,056</td>
<td>57,708</td>
</tr>
<tr>
<td>log Export Sales (Current period exporters)</td>
<td>2.043</td>
<td>1.970</td>
<td>0.859</td>
<td>433,456</td>
<td>56,509</td>
</tr>
<tr>
<td>Number of destination countries</td>
<td>13</td>
<td>12</td>
<td>7</td>
<td>661,751</td>
<td>58,924</td>
</tr>
</tbody>
</table>

**Notes:** This table presents results from an OLS regression of firm characteristics (rows) on a dummy variable for exporting (upper table) or patenting (lower table) from 1994 to 2012. Column 1 uses no additional covariate, column 2 adds a 2 digit sector fixed effect, column 3 adds a control for the log of employment to column 2. All firm characteristic variables are taken in logs. All results are significant at the 1 percent level. Upper table use all manufacturing firms whereas lower table focuses on exporting manufacturing firms.
In the bottom panel, we focus on the subset of exporters from the top panel, and report the additional premia in favor of innovators within this subset. As with the top panel, those premia are calculated by running separate regressions on our innovator indicator. Even within this subset of bigger and better performing firms, innovators stand out: they are substantially bigger, more productive, and pay higher wages. They also export substantially more (and to more destinations) than non-innovative exporters. All these differences persist within sectors and controlling for firm employment.

Even these large premia do not characterize the concentration of innovative and exporting activities within an even more restricted subset of exporters and innovators. To capture this concentration at the “intensive” margin of firm-exports, Figure 6 plots the share of innovating firms for each centile of the firm export distribution. We see that the innovative firms are highly concentrated within the top percentiles of the export distribution. At the 80th percentile of the export distribution, 30% of the firms have some patenting experience. And the increase in the share of innovative firms with the percentile of the export distribution is convex. Above the 95th percentile of the export distribution, a majority of firms are innovators; in the top percentile, 68% of the firms are innovators. Those firms in the top export percentile account for 41% of the aggregate share of French patents.

Figure 6: The share of innovators jumps at the top of the export distribution

Notes: Centiles of exports are computed each year from 1995 to 2012 separately and then pooled together. For each centile, we compute the share of innovators. Each centile contains the same number of firms, except for centile 0 that contains all the firms with no export.
4 Empirical framework and results

4.1 Identification strategy: firm-level export shocks

We have just documented the strong correlation between exporting and innovation in the cross-section of French manufacturing firms. This correlation does not shed light on the direction of causation: from innovation to exports (a brilliant innovation leads to growth in export demand and entry into new export markets), or from exports to innovation (as our theoretical model explains). In addition, other firm-level changes could generate concurrent changes in both innovation and exports (for example, a new management team). Thus, to identify the causal relationship from exports to innovation, we need to identify a source of variation in firm exports that is exogenous to changes within the firm (and in particular to innovation activity at the firm). We follow Mayer et al. (2016) in building such a measure of exogenous export demand (to the firm).

Consider a French exporter $f$ who exports a product $s$ to destination $j$ at an initial date $t_0$. Let $X_{fjs0}$ denote this export flow, where $t_0$ is the firm’s first observed export year in our sample. The underlying idea is that subsequent changes in destination $j$’s imports of product $s$ from the world (excluding France) will be a good proxy for the change in export demand faced by this firm. Let $M_{jst}$ denote this trade flow into $j$ at time $t > t_0$. By excluding French exports to this destination, we seek to exclude sources of variation that originate in France and may be correlated with changes for the firm. We construct our exogenous export demand shock for firm $f$ at time $t$ by averaging the world export flows $M_{jst}$ across destinations $j$ and products $s$ using firm $f$’s market shares at the initial date $t_0$:

$$D_{f_t}^{M_s} = \frac{X_{\ast f_t}}{S_{\ast f_t}} \sum_{j,s} \frac{X_{fjs0}}{X_{f0}} \log M_{jst}.$$  

The weights $(X_{\ast f_t}/S_{\ast f_t})(X_{fjs0}/X_{f0})$ represent firm $f$’s initial share of sales of product $s$ to destination $j$. $X_{f0} = \sum_{j,s} X_{fjs0}$ represents the firm’s total exports. In order to incorporate firm $f$’s sales to its domestic French market, we scale the firm’s export share $X_{fjs0}/X_{f0}$ by its export intensity $X_{\ast f_t}/S_{\ast f_t}$, where $X_{\ast f_t}$ and $S_{\ast f_t}$ denote the firm’s total exports and total sales taken from the production data. We use asterisks to denote that these data come from

---

12 We consider this firm to be an exporter only if we observed positive exports in our customs data (so we can calculate destination market shares) as well as in our production/administrative data (so we can calculate export intensity).

13 Later, we will also exclude firms with dominant market shares in any destinations.
a different source than the customs data used to calculate the export shares.\footnote{Total exports reported by customs and in the production data do not always exactly match, though they are very highly correlated.}

We note that the time variation in our demand shock $D_{ft}^{M_{st}}$ only stems from the world export flow $M_{jst}$ and not the firm-level weights, which are fixed in the initial export period $t_0$. We expect that a firm’s innovation response at time $t > t_0$ will induce changes to its pattern of exports at time $t$ and beyond, including both intensive margin responses (changes in exports for a previously exported product $s$ to a destination $j$) and extensive margin responses (changes in the set of products $s$ sold across destinations $j$). By fixing the firm-level weights in the initial period $t_0$ (including the extensive margin set of products and destinations), we exclude this subsequent endogenous variation from our demand shock. In order to ensure that the time variation in the world export flow $M_{jst}$ is not influenced by time $t > t_0$ decisions made by dominant French exporters in market $(j, s)$ (including, most importantly, their innovation decisions), we will investigate excluding those firms from our analysis (see appendix 4.4.2).

We will also experiment with alternate measures of this demand shock using more aggregated data (across products). First, we aggregate both the world and the firms’ export shares at the 3-digit ISIC level:

$$D_{ft}^{M_{I}} = \frac{X^*_f t_0}{S^*_f t_0} \sum_{j,I} \frac{X_{fjt_0}}{X_{ft_0}} \log M_{jIt},$$

where $M_{jIt} = \sum_{s \in I} M_{jst}$ measures aggregate imports (excluding France) in destination $j$ for industry $I$, and $X_{fjt_0} = \sum_{s \in I} X_{fjst_0}$ is the associated firm-level exports for that industry-destination pair in the initial year $t_0$. This measure will no longer reflect the cross-firm variation at the detailed product level. However, it captures some potential spillovers across related products in the construction of the demand shock (an increase in export demand for closely related products may induce a firm to direct innovation towards these related products). Lastly, at the most aggregate level for a destination $j$, we will measure changes in GDP (at current exchange rates), and weight those with the firms’ export shares in those destinations:

$$D_{ft}^{G} = \frac{X^*_f t_0}{S^*_f t_0} \sum_{j} \frac{X_{fjt_0}}{X_{ft_0}} \log GDP_{jt},$$

where $X_{fjt_0} = \sum_{s} X_{fjst_0}$ represents the firm’s initial exports to destination $j$. One benefit
of this aggregation is that it allows us to incorporate the domestic response to demand in destination $j$.

The construction of these export demand shocks generates some outliers for a few firms who export just a few products to small destinations (such as yachts to Seychelles and Maldives). We therefore trim from our sample the firms with extreme changes in the export demand variable. We regress the firm demand shock on a firm fixed effect and trim observations with a residual that is above/below the 97.5th/2.5th percentile of that distribution. Thus, observations with the largest variations in their export demand shock (relative to their firm mean) are eliminated.\footnote{The incidence of these outliers decreases as we aggregate the trade flows from products to industries, and then switch from industries to destination GDP. We have experimented with different threshold cutoffs in the 1-5\% range. Our qualitative results are robust to these changes.}

\subsection{4.2 Estimation}

Our baseline regression seeks to capture the impact of the exogenous demand shock on a firm’s innovation response. We expect this innovation response to be sluggish and incorporate the accumulated effects of the trade shocks over time. We therefore start with an estimation in levels (log-levels for the trade shock) focusing on the within-firm response by incorporating firm fixed-effects. We also add sector-time dummies to capture any sector-level changes over time.

For now, we restrict our analysis to the subset of innovating firms. We will separately investigate the entry margin into the set of innovating firms (a first patent after 1994).\footnote{Our theoretical model highlights that the “entry” decision into innovation in response to an export demand shock will likely have a very different functional form: only the set of firms “close-enough” to the innovation threshold will start innovating in response to a positive demand shock.} We measure their innovation output $Y_{ft}$ at time $t$ using their cumulated patents since 1994. We will also use a measure of this stock adjusted for citation counts (whenever the citation is made in our sample years). Given our estimation strategy with firm fixed-effects, we seek to capture changes in this stock over time (driven by the introduction of new patents).

In order to capture the indirect competition effect of an export demand shock (which varies with a firm’s productivity level), we add an interaction between the demand shock and firm productivity. Just as we did with the firm-level export shares, we only use our initial year $t_0$ to generate a productivity measure that does not subsequently vary over time $t > t_0$. We assign a 0-9 productivity index $d_f$ to all firms based on their labor productivity.
(value-added per worker) decile in year $t_0$ within their 2-digit sector.$^{17}$

$$Y_{ft} = \alpha D_{ft} + \beta D_{ft} \ast d_f + \chi_{s,t} + \chi_f + \varepsilon_{ft}, \quad (7)$$

where the $\chi_{s,t}$ and $\chi_f$ capture the sector-time and firm fixed effects.

4.3 Baseline results

Our model in Section 2 predicts that an increase in market size should have both a positive market size effect and a counteracting competition effect which is most pronounced (and potentially dominant) for the least productive firms (section 2.5). Figure 7 shows that a firm’s patenting responds much more strongly to export demand for manufacturing firms that are initially more productive (a productivity decile $d_f$ above the median).

Figure 7: Patenting increases more with demand for initially more efficient firms

![Figure 7](image.png)

Notes: Demand and the stock of patents increase together much more for manufacturing firms with productivity above their sectoral median at $t_0$. This binscatter absorbs firm fixed effects on both variables, which makes it very close to column (1) of table (4). In detail, the residual of the export demand $D_{ft}^{M,t}$ on a firm fixed effect is broken down into 20 quantiles. Each dot represents the quantile-average of the residual of the stock of patent on a firm fixed effect (y-axis) against the quantile-average of the residual of the demand on a firm fixed effect (x-axis), for firms below (blue) or above (red) the productivity median at $t_0$.

This response of innovation to demand conditions differs markedly between the two groups of firms based on their initial productivity. Our regressions results strongly confirm

$^{17}$When a firm belongs to the manufacturing sector for a subset of our sample years, we only use those years in our estimation. For a firm not in our manufacturing sample at $t_0$, we compute its productivity decile within its previous sector at $t_0$. 
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this qualitative pattern, and show that it is robust to alternative measures of innovation, productivity, demand conditions, and the timing of our sample. The results from our baseline estimation of (7) using all three versions of our export demand shocks (different aggregation levels across products) and our two measures of innovation output (patents and citations) are presented in table 4. This table clearly shows that initially more productive firms respond to an export demand shock by innovating relatively more. For firms in the lowest productivity decile \((d_f = 0)\), we see that the effect of the export shock is strongly negative: a positive export shock induces those firms to introduce fewer patents relative to the sector average for that year (given the sector-time fixed effects). In all cases, the effect of the export shock is reversed and strongly positive for all productivity deciles above the median (see Table ?? further down for additional details on this impact broken down by decile).

Our results from column (1) using the product-level demand shock imply the following quantitative response in the number of patents: for a firm in the lowest productivity decile, the stock of patents grows 2.9 patents slower than the sector average; each additional productivity decile increases the patent response by 0.9 patent; and thus for a firm in the top decile of productivity, the stock of patents increases by 4.7 patents faster than the sector average. Our results using the more aggregated demand shocks (columns (2-3)), or the citation-based measure of innovation (columns (4-6)) yield very similar results.

**Table 4: Baseline regressions**

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Stock of patents</th>
<th>Stock of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand measure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D_{jt}^{M_s})</td>
<td>(D_{jt}^{M_t})</td>
<td>(D_{jt}^{C})</td>
</tr>
<tr>
<td>Demand</td>
<td>-68.34***</td>
<td>-76.94***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Decile (\times) Demand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.91***</td>
<td>30.32***</td>
<td>41.64***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Nb of observation</td>
<td>78,823</td>
<td>78,823</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.777</td>
<td>0.859</td>
</tr>
</tbody>
</table>

**Notes:** This table presents regression results of an OLS estimation of equation 7. Sample includes manufacturing firms with at least one patent in 1995-2012 for which we can compute the export demand shock (see section 4.1). Stock of patents and citations are computed from 1994. Coefficients and standard errors are obtained using an OLS estimator. p-values of the t statistics are presented in parentheses, computed with autocorrelation and heteroskedasticity robust standard errors clustered at the firm level. ***, ** and * respectively indicate 0.01, 0.05 and 0.10 levels of significance.
4.4 Additional results

Our main finding – that initially more productive firms respond to an export demand shock by innovating relatively more – is robust to many alternative specifications. In this subsection, we show the robustness of our main results to: (i) adding controls for firm size; (ii) excluding dominant firms in a destination market; (iii) allowing the interaction coefficient to vary across productivity deciles; and (iv) using regressions in long differences.

4.4.1 Controlling for size effect

We now control directly for the potential impact of other structural changes within firms. A firm in the midst of a growth spurt (not initially related to innovation) may respond to this increase in scale by innovating and exporting more (nevertheless, there is no strong reason why the firm-level growth spurt would be correlated with the export demand shock). Also, a potential confounding effect for our competition channel is that initially less productive firms may anticipate lower sales responses from a given demand shock – relative to initially more productive firms (although, by construction, our demand shock is independent of overall firm size). To assess the relevance of these channels, we directly control for firm size (at time $t$) in our baseline regression. We select different empirical measures of size: employment, raw materials, net and gross capital stock, and sales. The corresponding regression results are reported in Table 5. They clearly show that a direct control for size does not affect our previously reported baseline coefficients (reported again in column (1)): the coefficients remain virtually unchanged.

4.4.2 Excluding markets where a firm is a leader

If a firm has a dominant market share in a market $(j, s)$, then the world exports $M_{jst}$ may be correlated with the firm’s exports $X_{fjst}$ (even though French exports are excluded from the construction of the world exports $M_{jst}$). To investigate this further, we drop from our dataset the markets $(j, s)$ (in all years) for a firm $f$ whenever its export sales in market $(j, s)$ are above 10% of world exports (including France) into this market for any given year. These instances represent 6.7% of the customs data observations and happen essentially in African countries. The results are reported in Table 6; and once again leave our baseline results virtually unchanged.
### Table 5: Control for firm size

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Stock of patents</th>
<th>Demand measure $D_{ft}^{M}(1)$</th>
<th>$D_{ft}^{M}(2)$</th>
<th>$D_{ft}^{M}(3)$</th>
<th>$D_{ft}^{M}(4)$</th>
<th>$D_{ft}^{M}(5)$</th>
<th>$D_{ft}^{M}(6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td></td>
<td>-68.34***</td>
<td>-70.62***</td>
<td>-67.79***</td>
<td>-68.60***</td>
<td>-69.39***</td>
<td>-68.42***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Decile $\times$ Demand</td>
<td></td>
<td>19.91***</td>
<td>20.81***</td>
<td>20.08***</td>
<td>20.08***</td>
<td>20.33***</td>
<td>20.03***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>log of size</td>
<td></td>
<td>-0.970</td>
<td>0.386</td>
<td>-2.153</td>
<td>-2.055</td>
<td>1.579</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.403)</td>
<td>(0.692)</td>
<td>(0.298)</td>
<td>(0.523)</td>
<td>(0.459)</td>
<td></td>
</tr>
<tr>
<td>Nb of observation</td>
<td></td>
<td>78,823</td>
<td>77,153</td>
<td>77,583</td>
<td>77,764</td>
<td>77,165</td>
<td>77,527</td>
</tr>
<tr>
<td>R$^2$</td>
<td></td>
<td>0.777</td>
<td>0.776</td>
<td>0.777</td>
<td>0.777</td>
<td>0.777</td>
<td>0.777</td>
</tr>
</tbody>
</table>

**Notes:** This table presents regression results of an OLS estimation of equation 7. Sample includes manufacturing firms with at least one patent from 1995-2012 for which we can compute the export demand shock (see section 4.1). Stock of patents is computed from 1994. Log of size control corresponds to different measure for firm size: column 2 uses raw material, column 3 uses net capital stock, column 4 uses gross capital stock, column 5 uses employment and column 6 uses sales. Coefficients and standard errors are obtained using an OLS estimator. p-values of the t statistics are presented in parentheses, computed with autocorrelation and heteroskedasticity robust standard errors clustered at the firm level. ***, ** and * respectively indicate 0.01, 0.05 and 0.1 levels of significance.

### Table 6: Excluding firms with a dominant market position

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Stock of patents</th>
<th>Stock of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand measure</td>
<td>$D_{ft}^{M}(1)$</td>
<td>$D_{ft}^{M}(2)$</td>
</tr>
<tr>
<td>Demand</td>
<td>-70.07***</td>
<td>-80.86***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Decile $\times$ Demand</td>
<td>19.83***</td>
<td>27.38***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Nb of observation</td>
<td>78,713</td>
<td>78,713</td>
</tr>
</tbody>
</table>

**Notes:** This table presents regression results of an OLS estimation of equation 7. Sample includes manufacturing firms with at least one patent from 1995-2012 for which we can compute the export demand shock (see section 4.1). The Demand variable does not include country $j$ and products $s$ for a firm $f$ with a market share above 10% for the pair ($j$, $s$). Stock of patents and citations are computed from 1994. Coefficients and standard errors are obtained using an OLS estimator. p-values of the t statistics are presented in parentheses, computed with autocorrelation and heteroskedasticity robust standard errors. ***, ** and * respectively indicate 0.001, 0.01 and 0.05 levels of significance.
4.4.3 Regression in long differences

We now explore an alternate estimation strategy in long differences. We decompose our full 1996-2011 sample into two periods \( p \in \{ p_0, p_1 \} \) of equal length. Our demand variable is now measured in log differences as:

\[
\Delta D_{j}^{M_s} = \frac{X_{f_{j}p_0}}{S_{f_{j}p_0}} \sum_{j,s} \frac{X_{f_{j}sp_0}}{X_{f_{j}p_0}} \log \frac{M_{jsp_1}}{M_{jsp_0}},
\]

where all trade flows are aggregated over each period \( p_0 \) and \( p_1 \). Similarly we measure innovation output \( \Delta Y_f \) as the introduction of new patents in period \( p_1 \) (the change in the stock between \( p_1 \) and \( p_0 \)). We also measure the citations associated with those new patents.

Our estimating equation then becomes (we drop the firm fixed-effects but keep a sector fixed effect, and add the firm’s productivity decile as a control):

\[
\Delta Y_f = \alpha \Delta D_{j}^{M_s} + \beta \Delta D_{j}^{M_s} * d_{j}^{M_s} + \gamma d_f + \chi_s + \varepsilon_f,
\]

The results are reported in Table 7. The impact of the demand shock is no longer negative for the lowest productivity decile (it is positive but insignificant). However, we still clearly find a very strong increasing impact of the demand shock with the productivity decile.

<table>
<thead>
<tr>
<th>Table 7: Long Difference regressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
</tr>
<tr>
<td>Sample period</td>
</tr>
<tr>
<td>Decile</td>
</tr>
<tr>
<td>Demand</td>
</tr>
<tr>
<td>Decile ( \times ) demand</td>
</tr>
<tr>
<td>Nb of observation</td>
</tr>
<tr>
<td>( R^2 )</td>
</tr>
</tbody>
</table>

Notes: ***, ** and * respectively indicate 0.01, 0.05 and 0.1 levels of significance.
5 Conclusion

In this paper we analyzed the impact of export shocks on innovation for French firms. A model of trade and innovation with heterogeneous firms predicts that a positive export shock should raise innovation more for initially more productive firms. Demand shocks generate both market size and competition effects. A larger market size increases the incentives for innovation for all firms, whereas the increased competition generated by the larger market reduces the incentives for innovation most strongly for less productive firms. Our model highlights how the increased competition from higher demand can generate losses and hence lower incentives for innovation for a subset of less productive firms. We find very strong confirmation of both this market size and competition effect for French manufacturing innovators. Our empirical work merges three exhaustive firm-level datasets: customs, patent, and production data. We show that patenting responds very strongly to increases in export demand, but only for relatively more productive firm (closer to the technology frontier). This patenting response steadily increases for firms that are closer to the technology frontier (higher initial levels of productivity).

Our analysis can be extended in several directions. A first direction will be to use the same data to explore the effect of imports on innovation, using the same comprehensive databases. This would allow us to better understand why Bloom et al. (2016) and Autor et al. (2016) get opposite conclusions. A second direction would be to look at the impact of exports on the citations to previous innovations, thereby shedding new light on the knowledge spillover effects of trade. These await future research.
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A Data description

A.1 Patent data

Our first database is PATSTAT Spring 2015 which contains detailed information about patent applications from every patent office in the world. Each patent can be exactly dated to the day of application, which is sometimes referred to as the “filling date”. Moreover, we can retrieve all the future patents making citations to the patents up to 2014.

Counting patent applications Each French firm is associated with a number of patent applications by that firm each year (how this match is done is explained in Lequien et al., in progress). If the firm shares a patent with another firm, then we only allocate a corresponding share of this patent to the firm. We restrict attention to patents that have been granted by 2015. This raises the well-documented issue of truncation bias Hall et al. (2005). Indeed as we come closer to the end of the sample, we observe a smaller fraction of all patents since many of them are not yet granted. 18 In addition, there is a legal obligation to wait 18 months before publication in PATSTAT. With our version of Spring 2015 this implies that we can assume the data to be reasonably complete up to 2012. To avoid this issue, an alternative solution could be to use the year of granting instead of the year of application. However, the former is less relevant than the latter as it is affected by administrative concerns and also by potential lobbying activities that have little to do with the innovation itself. In order to be as close to the time of the innovation as possible, we follow the literature and consider the filling date. We count every patent owned by a French firm, regardless of the patent office that granted the patent rights. Here we need to be aware of the differences in regulations across intellectual property offices. Some patent offices, especially those of Japan and Korea, offer less breadth to a patent, which implies that more patents are needed to protect a given invention than in other patent offices (see de Rassenfosse et al., 2013). Since we only consider French firms, this would become an issue only if some French firms patent a lot in countries like Japan or Korea, in which case the number of patents by such firms would be artificially large. To check that this problem does not drive our results, we build three different measures of patent counts as a robustness test: (i) we count only priority patents which correspond to the earliest patents which relate to the same invention; (ii) we count the number of patent families: patents are indeed classified into the same patent family

---

18 The time between patent application and patent granting is a little more than 2 years on average but the distribution of this lag is very skewed with few patent applications still waiting for patent granting many years after the application.
when they protect the same invention, even if these patents get granted by different patent offices; (iii) we count the number of triadic families, that is, families containing patents from the largest three intellectual property offices: Japan (JPO), the US (USPTO) and Europe (EPO). We also look at how our results are affected when Japan is being replaced by China, given the recent rise in Chinese patents.

Citations We use PATSTAT information on citations received by patents owned by French firms. Citations are often used to address the problem that all patents are not of equal quality and that simply counting the number of patent applications provides a noisy measure of the true innovation performance of a firm. However, the truncation bias issue is even worse with citations than with patent count. Patents from say 2010 have less time to be cited than patents from 1980 regardless of their respective qualities. Comparing different cohorts of patents can thus lead to misinterpreting what is reflected by the total number of citations received by a firm. One solution to this problem, is to consider the number of citations received within a certain time window after the application date (usually 3 or 5 years) and to set the last year of the sample accordingly (so for 3 year window, we should stop in 2009-2010).

A.2 Firm-level accounting data

Our second data source provides us with accounting data for French firms from the DGFIP-INSEE, this data source is called FICUS and FARE. The corresponding data are drawn from compulsory reporting of firms and income statements to fiscal authorities in France. Since every firm needs to report every year to the tax authorities, the coverage of the data is all French firms from 1994 to 2012 with no limiting threshold in terms of firm size or sales. This dataset provides us with information on the turnover, employment, value-added, the four-digit sector the firm belongs to . . . This corresponds to around 47 million observations and the number of observations per year increases from 1.9m to 3.9m over the period we consider.

The manufacturing sector is defined as category C of the first level of the NAF (Nomenclature d’Activités Francaise), the first two digits of which are common to both NACE (Statistical Classification of Economic Activities in the European Community) and ISIC (International Standard Industrial Classification of All Economic Activities). Insee provides each firm with a detailed principal activity code (APE) with a top-down approach: it identifies the 1-digit section with the largest value added. Among this section, it identifies the 2-digit division with the largest value-added share, and so on until the most detailed 5-digit APE code (IN-
SEE (2016)). It is therefore possible that another 5-digit code shows a larger value-added share than the APE identified, but one can be sure that the manufacturing firms identified produce a larger value-added in the manufacturing section than in any other 1-digit section, which is precisely what we rely on to select the sample of most of our regressions. The 2-digit NAF sector, which we rely intensively on for our fixed effects, then represents the most important activity among the main section of the firm. Employment each year is measured on average within the year and may therefore be a non-integer number. The age of the firm has been retrieved from the reported date of creation.

A unique 9-digit identifier called *Siren number* is associated to each firm, this number is given to the firm until it disappears and cannot be assigned to another firm in the future. When a firm merges with another firm, or is acquired by another firm, or makes significant changes in its organization, this number may change over time. Hence, new entrant *Sirens* in our database do not necessary correspond to new firms.

### A.3 Trade data

**Customs data for French firms** Detailed data on French exports by product and country of destination for each French firm are provided by the French Customs. These are the same data as in Mayer et al. (2014) but extended to the whole 1994-2012 period. Every firm must report its exports by destination country and by very detailed product (at a level finer than HS6). However administrative simplifications for intra-EU trade have been implemented since the Single Market, so that when a firm annually exports inside the EU less than a given threshold, these intra-EU flows are not reported and therefore not in our dataset. The threshold stood at 250 000 francs in 1993, and has been periodically reevaluated (650 000 francs in 2001, 100 000 euros in 2002, 150 000 euros in 2006, 460 000 euros in 2011). Furthermore flows outside the EU both lower than 1 000 euros in value and 1 000 kg in weight are also excluded until 2009, but this exclusion was deleted in 2010.

### A.4 Matching

Our paper is the first to merge those three very large - patent, administrative, and customs- datasets covering exporting French firms. Merging administrative firm-level data from FICUS/FARE and Customs data is fairly straightforward\(^{19}\) as a firm can be identified by its *Siren* identifier in both datasets. Thus the main challenge is to match either of these two datasets with *PATSTAT*. Indeed, *PATSTAT* only reports the name of the patent owner. Not

\(^{19}\)Although one must keep track of the different definitions of firms across these two datasets.
only can this name be slightly different from the name reported in the other two databases, but it may also change over time, for example because of spelling mistakes. We thus relied on the work of Lequien et al. (in progress) who developed a matching algorithm to map patents with the corresponding French firms. The match is not perfect for reasons that are detailed in their paper, but most of the patents associated to private firms have been successfully merged.

Lequien et al. (in progress) proceed in three main steps to merge PATSTAT and SIRENE:

1. For each Siren number from SIRENE, find a small subset of applicant firms in Patstat with phonetic similarities:

   • perform cleaning, splitting and phonetic encoding on firms’ name in both databases. Too common words are deleted (THE, AND, CO, FRANCAISE . . .).

   • sort each name by least frequent encoding in SIRENE. The more often a word appears in the database, the less information it can convey to identify firms.

   • for each SIRENE firm, the first (ie least frequent) cleaned word of the firm’s name is compared with every PATSTAT name. All the PATSTAT names containing this word form a first subset of possible matches. Then the second word of the firm’s name is compared with every name in this subset, reducing it further. This procedure stops before arriving at a null subset, and yields a set of likely PATSTAT matches for each SIRENE name. Very often this set is null because the majority of firms do not patent. On average, this subset contains 10 applicants, reducing a lot the computationally intensive comparisons.

2. Computation of parameters on these possible matches

   • Comparison of the names (raw names, and cleaned names), using Levenshtein distances and an inclusion parameter (all the words in one name are included in the name from the other database)

   • zip code comparison (code postal)

   • date comparisons (a firm cannot have patented before its creation)

3. Matching with supervised learning

   • Sample from INPI (Institut National de la Propriété Intellectuelle) with 15,000 true matches between Siren number and PATSTAT person id (and in total 170,000 pairs, with the corresponding known mismatches).
• This sample is randomly split into a learning sample and a verification sample (this procedure is repeated 10 times, and the recall and precision measures are averaged over them, so that the choice of the sample does not alter the results). This allows to choose the relevant variables and estimate the parameters.

• apply this model on all the possible matches identified in the previous step.

• in 90% of cases, unique matching. In the remaining 10% of cases, filter further with a decision tree (is the date of creation of the firm lower than the first filing of the applicant?, which couple has the minimum Levenshtein distance between raw names, between cleaned names, is one of the names included in the other?, which firm has the maximum number of employees?)

The recall rate (share of all the true matchings that are accurate) is at 86.1% and the precision rate (share of the identified matches that are accurate) is at 97.0%.

A.5 Other data

Two other datasets are used to construct the trade demand variables. CEPII’s database BACI, based on the UN database COMTRADE, provides bilateral trade flows in value and quantity for each pair of countries from 1995 to 2015 at the HS6 product level, which covers more than 5,000 products. IMF’s World Economic Outlook provides country information such as GDP or GDP per capita in ppp.